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O RAID-MmaccuBe

TexHonorusa xpaHeHus, n3sectHasa kak RAID (Redundant Array of Independent Disks), o6beanHseT
HECKOJIbKO (h3NYeCKUX ANCKOB B JIOTNYECKY0 eanHumLy. Onckm 0bbl4HO MOXKHO 06beaAnHATb ANs
obecneyeHns N3bbITOYHOCTY OAHHbLIX WX AN PacCLUMPEHUS pa3Mepa I0rMyecKmnx equHmL 3a
npenesbl BO3MOXHOCTEN (hU3NYECKUX ANCKOB AW N8 TOrO U APYroro. 3Ta TEXHOI0rMA Takxe
MOo3BOIAET NPOBOANTL 06CNyXMBaHNe 0b6opynoBaHMA 6€3 OTKNOYEHNS MUTAHUSA CUCTEMBI.

Tunbl opraHusauuy RAID onuncaHbl B RAID Wiki .

ObpaTunTe BHMMaHKe, 4To x0T RAID n obecneymBaeT 3awmTy oT CO0EB ANCKOB, OH HE 3aMeHSsEeT
pe3epBHOEe KonupoBaHue. YaanéHHbI hann BCE paBHO yaandeTcsa Ha Bcex Anckax maccusa RAID.
CoBpeMeHHble pe3epBHble KoMK 06bIYHO BbIMOMHATCA C MOMOLbIO rsync-3.2.7 .

CyliecTByeT Tpu OCHOBHbIX TnNa peanunsauun RAID: annapaTHbin RAID, RAID Ha ocHose BIOS 1
nporpammHbin RAID.

AnnapaTtHbin RAID-Maccus

AnnapaTHbin RAID obecneynBaeT BO3MOXKHOCTU Yepe3 UPMEHHbIE annapaTHble CPeaCcTBa U MaKEThI
LaHHbIX. YNpaBneHne n HacTponka 0bbI4HO BbIMOJHAIOTCA Yepe3 BCTpoeHHoe 0 B coyeTaHum ¢
MCNOSIHAEMbIMU NpOrpamMMamMm, NpefocTaBaAseMbIMN NPOU3BOAMTENEM YCTPONCTBA. BO3MOXHOCTY
0bbl4HO NpepocTaBnATCa Yepes KapTy PCl, XoTa eCTb HEKOTOPbLIE NpUMepbl KOMNOHeHTOB RAID,
WHTErpnpoBaHHbIX B MaTEPUHCKYI0 NnaTy. AnnapaTHbii RAID Takxe MoxeT BbiTb 4OCTYyNEH B
0TOe/IbHOM Kopnyce.

OgHuMm 13 npeumyllects annapatHoro RAID aBnseTcs 10, 4TO ANCKW NMPefOoCTaB/IA0TCA
onepaLnoHHON CUCTEME KaK JIOrMYeCcKnin OUCK 1 He TpebytoT HAaCTPOMKK, 3aBUCALLEN OT
ornepaunoHHON CUCTEMBI.

K HepfoCcTaTkaM MOXHO OTHECTU TPYAHOCTW Npu nepeHoce AUCKOB U3 O4HOM CUCTEMbI B APYrYIO,
06HOBNEHNN NPOLLNBKIK WX 3aMeHe HencnpaBHoro obopyaosaHua RAID.

RAID Ha ©0a3e BIOS

HekoTopble KOMNbOTEPLI NpeaJsaratoT annapaTHyo peanunsaumio RAID B BIOS cnctembl. MHorga ato
Ha3blBalOT «nogaenbHbIM» RAID, NOCKOIbKY BO3MOXXHOCTY 0ObIYHO BKJIHOHAKOTCA B NPOLLUBKY He3
Kakoro-nbo annapaTHOro ycKopeHus.

MpenmylecTBa 1 HepocTtaTk RAID Ha ocHoBe BIOS B Llenom Takue Xe, Kak 1y annapatHoro RAID,
3a UCKNDYEHNEM TOro, YTO OTCYTCTBYET annapaTHOE YCKOpPeHKe.

B HekoTopbIx ciydasax BcTpoeHHoe MO RAID Ha 6a3e BIOS BkOYEHO NO yMOA4aHMIO (HanpuMep,
HekoTopble cuctemsbl DELL). Ecnu TpebyeTcs nporpammHein RAID, 3Ta onuuns fosxHa ObiTb ABHO
OTKJIlo4eHa B BIOS.
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MporpaMmMmHubin RAID-Maccus

MporpammHbin RAID — Haunbonee rubkas gopma RAID. OH NpoCT B yCTaHOBKE U 06HOBNEHUN U
obecneymBaeT NOAHYI0 PYHKLNOHANBHOCTb Ha BCEX WM YacTu NobbiX AUCKOB, AOCTYMHbIX B
cucteme. B BLFS nporpammHoe obecneveHme RAID HaxoamTcs B mdadm-4.2.

HacTtpownka RAID-ycTponcTBa NpocTa ¢ ucnonb3oBaHnem mdadm . O6bI4HO YCTPOMCTBA CO34AOTCSH B
/dev KaTtanore, /dev/mdx rae X — Uenoe 4Ynucno.

MepBbIM WArom B co3gaHnm Mmaccua RAID ABNsSieTCA MCNOJSIb30BaHME NpOrpaMMHoOro obecneyeHns
ans pasbueHns Ha pasgensl, Hanpumep, fdisk nnn parted-3.6, ona onpeneneHns pasgenos,
Heobxoaumelx ons maccmea. ObbI4HO Ha KaXXAOM AMCKe, yqacTBylowem B maccuse RAID, byaeT oguH
pa3fen, Ho 3To He obs3aTenbHO. B 3TOM npumepe byaeT YeTbipe aucka: /dev/sda, /dev/sdb,
/dev/sdc, n /dev/sdd. OHn byayT pa3buTbl Ha pa3aensl cnepyowmm obpasom:

Partition Size Type Use

sdal: MB fd Linux raid auto boot RAID dev/mdo
sda2: GB fd Linux raid auto RAID dev/md1l
sda3: GB Linux swap swap

sdad GB fd Linux raid auto home RAID dev/md?2
sdbl: MB fd Linux raid auto boot RAID dev,/mdo
sdb2: GB fd Linux raid auto RAID dev/md1l
sdb3: GB Linux swap swap

sdb4 GB fd Linux raid auto home RAID dev/md2
sdcl: GB fd Linux raid auto usr/src (RAID dev,/md3
sdc2: GB fd Linux raid auto home RAID dev/md2
sddl: GB fd Linux raid auto usr/src (RAID dev/md3
sdd2: GB fd Linux raid auto home RAID dev/md2

B 3TOM CxeMe oTAeNbHbIN 3arpy304HbI pa3den co34aeTcs Kak nepsbin Hebonblwon maccus RAID, a
KOpHeBas (pannoBas cuctema — Kak BTopont maccms RAID, oba 3epkanbHO 0Tobpa)keHbl. TpeTuia
pa3nen — 6onbwon (okono 1 Tb) maccus onst /home katanora. 910 obecneynBaeT BO3MOXKHOCTb
4yepeaoBaHMA AaHHbIX MeXAY HECKOSIbKUMWN YCTPONCTBAMM, HYTO MOBLILAET CKOPOCTb KaK YTEHMS,
Tak 1 3anucy bonblnx annos. HakoHew, CO34aeTCsH YeTBEPTLIN MacCUB, KOTOPLIN 00beaANHSAET ABa
pa3fena B 6onee KpynHoe yCTPONCTBO.

# Mpumeyanme:

Bce koMaHabl mdadm [0/KHbI BbIMOJIHATLCA OT UMEHU root nosfb3oBaTens.

Ana cospaHma 3Tux RAID-MaccMBOB MCNOL3YIOTCA Cnefytole KOMaHabl:

sbin/mdadm -Cv /dev/md0@ --level=1 --raid-devices= dev/sdal /dev/sdbl
sbin/mdadm -Cv /dev/mdl --level=1 --raid-devices= dev/sda2 /dev/sdb2
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sbin/mdadm -Cv /dev/md3 --level=0 --raid-devices= dev/sdcl /dev/sddl
sbin/mdadm -Cv /dev/md2 --level=5 --raid-devices=4 \
dev/sda4 /dev/sdb4 /dev/sdc2 /dev/sdd2

Co3paHHble YCTPONCTBA MOXXHO MPOCMAaTpMBaTh MO YCTPONCTBY. Hanpumep, 4Tobbl NpOCMOTPETH
cBefeHuns o /dev/mdl, ucnonb3ynte /sbin/mdadm —detail /dev/mdl

Version :
Creation Time : Tue Feb :08:
Raid Level : raidl
Array Size : GiB GB

Used Dev Size : GiB GB
Raid Devices :
Total Devices :
Persistence : Superblock is persistent

Update Time : Tue Feb
State : clean
Active Devices
Working Devices
Failed Devices
Spare Devices

Name : core2-blfs: local to host core2-blfs
UUID : fcb944a4:9054aeb2:d987d8fe:a89121f8
Events :

Number Major Minor RaidDevice State
active sync dev/sdal
active sync dev/sdbl

C 3TOro MOMeHTa pa3faesibl MOXXHO hopMaTMpoBaTh B (halnnoBon cucteme no Bolibopy (Hanpumep
ext3, ext4, xfsprogs-6.6.0 n T. 4.). 3aTeM 0TpopMaTUPOBaHHbIE pa3fesbl MOXXHO MOHTUPOBAT.
/etc/fstab ®ainn moxeT UCNOSIb30BaTb YCTPONCTBA, CO3[aHHbIE A1 MOHTUPOBAHWA BO BPeEMS
3arpysKku, a KomaHgHas ctpoka linux /boot/grub/grub.cfg moxeT ykasbiBaTh root=/dev/md1

# NpumeyaHme:

YcTponcTBa NoAKayky 0o/KHbl BbITh YKa3aHbl B /etc/fstab danne Kak obbiyHble.
Anpo obbl4HO pacnpenenseT gaHHble NOAKAYKM MO HECKObKUM (halaM NogKavyku u
He 0OJIKHO bbITb YacTblo MaccuBa RAID.

JonosiHnTenbHble cBefleHns 06 onumax n ynpasnieHun yctponcrtsamum RAID cM. B pa3genie man
mdadm.

[OMNONHUTESIbHYIO MHGOPMaLKNIO 0 MOHUTOPUHIe RAID-MaccnBOB 1 peLleHnn NpobaemMm MOXXHO HalTK
Ha Linux RAID Wiki.
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« O nornyeckom ynpasneHun tomamu (LVM) mdadm-4.2 -
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